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Abstract. To improve human-computer interaction (HCI), computers need to
recognize and respond properly to their user’s emotional state. This is a fun-
damental application of affective computing, which relates to, arises from, or
deliberately influences emotion. As a first step to a system that recognizes emo-
tions of individual users, this research focuses on how emotional experiences are
expressed in six parameters (i.e., mean, absolute deviation, standard deviation,
variance, skewness, and kurtosis) of physiological measurements of three elec-
tromyography signals: frontalis (EMG1), corrugator supercilii (EMG2), and zy-
gomaticus major (EMG3). The 24 participants were asked to watch film scenes of
120 seconds, which they rated afterward. These ratings enabled us to distinguish
four categories of emotions: negative, positive, mixed, and neutral. The skewness
of the EMG2 and four parameters of EMG3, discriminate between the four emo-
tion categories. This, despite the coarse time windows that were used. Moreover,
rapid processing of the signals proved to be possible. This enables tailored HCI
facilitated by an emotional awareness of systems.

1 Introduction

Computers are experienced by their users as coldhearted; i.e., “marked by lack of sym-
pathy, interest, or sensitivity” [1]. However, “during the past decade rapid advances
in spoken language technology, natural language processing, dialog modeling, multi-
modal interfaces, animated character design, and mobile applications all have stimu-
lated interest in a new class of conversational interfaces” [2]. The progress made in this
broad range of research and technology enables the rapid computation and modeling of



empathy for human-computer interaction (HCI) purposes. The latter is of importance
since conversation is, apart from being an information exchange, a social activity, which
is inherently enforcing [2]. Futurists envision embodied, social artificial systems that in-
teract in a natural manner with us. Such systems need to sense its user’s emotional state
and should be able to express emotions as well.

Empathic artificial systems can, for example, prevent user frustration in HCI. Users
feel frequently frustrated by various causes; i.e., error messages, timed out / dropped /
refused connections, freezes, long download time, and missing / hard-to-find features [3].
Picard [4] posed the prevention of user frustration as one of the main goals in HCI.
When prevention is not sufficient, online reduction of frustration is needed. Accord-
ing to Hone, Akhtar, and Saffu [5], an (embodied) affective agent, using techniques of
active listening and empathy could reduce user frustration.

The analysis of psychophysiological signals is also of use for the validation of com-
puter vision systems that aim to recognize emotional expressions. Then, the latter sys-
tems’ functioning can be validated and optimized. Knowledge gained from studies on
the expression of emotions can also be used for embodied agents, which can, conse-
quently, express emotions in a more realistic manner [6].

The current paper discusses the emotion and their expression through psychophys-
iological measures, in Section 2 and Section 3. Next, in Section 4, affective wearables
are introduced in which the proposed apparatus for the measurement of the psychophys-
iological signals can be embedded. Next, the setup of the experiment that is conducted
is described in Section 5, followed by a reduction of the data, in Section 6. The re-
sults are described in Section 7. The paper ends with Section 8 in which the results are
discussed, limitations are denoted, and future research is described.

2 Emotion

Despite the complexity of the concept emotion, most researchers agree that emotions
are acute, intentional states that exist in a relatively short period of time and are re-
lated to a particular event, object, or action [7, 8]. In relation with physiology, emotions
are predominantly described as points in a two dimensional space of affective valence
and arousal, in which valence represents overall pleasantness of emotional experiences
ranging from negative to positive, while arousal represents the intensity level of emo-
tion, ranging from calm to excited [9, 10].

The simplest differentiation of emotions is a differentiation between positive and
negative emotions. In most cases of HCI, this is sufficient to improve the dialog be-
tween user and computer; e.g., when a user has a negative emotion, the computer can
adapt its dialog to that, depending on the context. The valence-arousal model differ-
entiates between emotions on both valence (positive and negative affect) and arousal
(intensity of the emotion), which allows us to tell the difference between four rough
categories of emotions, when differentiated between high valence and low valence and
high arousal and low arousal. Some researchers even differentiated between nine cat-
egories by including a neutral section on both the valence and arousal axis. However,
an, in principle, infinite amount of other arbitrary number of categories can be defined,



where the valence and arousal axis not necessarily are divided with the same preci-
sion [11].

With the determination of emotions, using the valence-arousal model, two diffi-
culties occur: the problem of the lack of extreme coordinates in two categories of the
valence-arousal model and the category of emotions, which is called mixed emotions.
The first difficulty is mentioned by Lang, Bradley, and Cuthbert [12]. They generated
a database of affective pictures (the International Affective Picture System; IAPS). All
IAPS pictures were judged according to the valence and arousal dimensions, which
resulted in a boomerang shaped figure, with its two extremes in the quadrants high va-
lence – high arousal, and low valence –high arousal. Despite their great efforts, Lang,
Bradley, and Cuthbert [12] failed to find pictures that represent the extremities of all
four categories.

The second difficulty, mixed emotions, occur when an event, object, or action trig-
gers more than one emotion; e.g., a person feels happy because he sees his old aunt
again after many years, but sad because his aunt does not seem to be very healthy any-
more. The valence-arousal model, as a two-dimensional space, cannot handle this kind
of data; however, the valence-arousal model might be capable of coping with mixed
emotions; Konijn and Hoorn [13] suggest that in order to cope with mixed emotions,
the valence axis should be unipolar instead of bipolar. They referred to earlier research,
which showed that reverse affects do not necessarily have strong negative correlations.
When valence is rated on two scales, one for the intensity of positive affect and one
for the intensity of negative affect, mixed emotions, in the sense of both positive and
negative emotions, will show. As an extension to the valence-arousal model, a unipo-
lar valence axis, with separated positive and negative axes, might allow for a better
discrimination between different emotions.

In the current research, solely the valence axis was explored. The reason for this, in
addition to the afore mentioned problems of the valence-arousal model, is twofold: 1)
As a first step to recognize emotions accurately in a long time window (120 sec.), it is
necessary to start with simple categories, and 2) Valence has been proved to influence
EMG [14].

3 Psychophysiological measures

The research area that considers the effect of psychological processes on physiology is
called psychophysiology. The roots of the first psychophysiological area emotions lay
in Darwin’s book “The expression of emotions in man and animals”, which he wrote
in 1872. From then on research in psychophysiology has known periods of extensive
popularity and even so periods of unpopularity or even rejection. After a period of the
latter category, psychophysiology gains interest again due to affective computing.

The overall assumption is that emotion arouses the autonomic nervous system (ANS),
which alters the physiological state. This is expressed in various physiological mea-
sures; e.g., heart rate, blood pressure, respiration rate, galvanic skin response [15]. In
addition, Alpha and Beta brain waves are used to access human attention and emo-
tion [16]. The main advantage of using autonomic physiological measures is that auto-



Fig. 1: The points the electrodes that were
placed on the face of the participants to de-
termine the EMG signals. The EMG signals
of the frontalis, corrugator supercilii, and zy-
gomaticus major were respectively measured
through electrodes 1-2, 3-4, and 5-6.

nomic variables are regulated by the ANS, which controls functions outside the indi-
vidual’s conscious control [15].

In this research, we focused on how emotional experiences, rated to their positive
and negative affect, are expressed in three electromyography (EMG) signals: frontalis,
corrugator supercilii, and zygomaticus major (see also Figure 1). The choice of these
measures is twofold: 1) a great deal of emotional expression is located in the face [14],
as can be measured using facial EMG and 2) the EMG signals can be used to validate
computer vision algorithms that aim to detect the emotional expression of people.

EMG measures muscle activity of a certain muscle. Facial EMG is related to af-
fective valence; however, the type of relation depends strongly on the muscle that is
measured. The corrugator supercilii, which causes a frown when activated, increases
linearly with a decrease in valence, while the zygomaticus major, which is responsible
for smiling when activated, increases with an increase in valence [12].

In the Section 5, we will describe the experiment in which the above introduced
psychophysiological measures are used in order to verify whether or not they express
the emotional state of humans. However, first we will introduce affective wearables in
the next section. Such pervasive technology facilitates a system in monitoring its user in
an unobtrusive manner. This enables the system to conduct affective computing, which
will facilitate in efficient and as pleasant experienced HCI.

4 Affective wearables

Direct physiological measures are often considered to be obtrusive to the user; this is
not necessarily true. In the field of affective computing, some efforts have been made to
design unobtrusive measurement technology: affective wearables. Picard and Healy [8],



define an affective wearable as “a wearable system equipped with sensors and tools
which enables recognition of its wearer’s affective patterns”.

Affective wearables become smaller in time, due to improved design and smaller
technology components. Especially when hidden in daily used tools and objects, affec-
tive wearables could make a huge difference in user acceptance of direct physiological
measures.

The acceptance of direct physiological measurements is of great importance since
indirect physiological measurement are much more subject to noise. Indirect physiolog-
ical measurements (e.g., through voice analysis [17]) have been applied in controlled
settings such as telepsychiatry [18] and evaluation of therapy effectiveness [17]. How-
ever, outside such controlled conditions these measures have not proved to be reliable.

Measurement of physiological signals have already been embedded into wearable
tools; e.g., Picard and Scheirer [19] designed the ‘Galvactivator’, a glove that detects
the skin conductivity and maps its values into a led display. In an overview of previous
work of the Affective Computing Research Group at MIT, Picard [20] describes several
affective wearables. One affective wearable that is of interest in this research is the ex-
pression glasses. The expression glasses sense facial movements, which are recognized
as affective patterns.

5 Method

5.1 Subjects

24 Subjects (20 female) were invited from a volunteers database. They signed an in-
formed consent form, and were awarded with a small incentive for their participation.
They were aged between 27 and 59 years (average 43 years).

5.2 Materials

Sixteen film sequences were selected for their emotional content. Several of these se-
quences were described by Gross and Levenson [21] for their capability of eliciting
one unique emotion among various viewers. They were edited with Dutch subtitles, as
is normal on Dutch TV and in Dutch cinemas. Since not enough material of Gross and
Levenson [21] was available with Dutch subtitles in acceptable quality, the set was com-
pleted with a number of similar sequences. The resulting video fragments each lasted
between 9 seconds and 4 minutes. If the fragment lasted less than 120 sec., a plain blue
screen was added to make a total of 120 sec.

The film fragments were presented on a large 42” 16 : 9 flat panel screen mounted
on the wall of the room. Print-outs for significant scenes of each of the film fragments
were used to jog the subjects memory of each film fragment after the viewing session.

The psychophysiological measurements were performed with a TMS Portilab sys-
tem connected to a computer. A ground electrode was attached to the right-hand lower
chest area.

Three EMG measurements were done: at the left-hand corrugator supercilii muscle,
the right-hand zygomaticus major muscle and the frontalis muscle above the left eye. At



each site 2 electrodes were placed in the direction of the muscle (see Figure 1). These
signals were first high pass filtered at 20Hz and then the absolute difference of the two
electrodes was average filtered with a time constant of 0.2 sec.

5.3 Procedure

At the beginning of the session, the subject was invited to take place in a comfortable
chair and the electrodes were positioned: first at the chest, then at the fingers and then
at the face. Then, the recording equipment was checked and aligned when needed. A
rest period of 5 minutes was taken into account The subjects were presented with the
16 video fragments, each segment was presented only once.

A pseudo-random order of presentation was generated for the 16 video presenta-
tions. This order was designed to spread positive and negative scenes evenly over the
session. It was presented to 12 subjects, each starting with a different scene in the list,
but maintaining the same order. The reverse order was presented to the other 12 sub-
jects, again each starting with a different scene while maintaining the same presentation
order. In between two fragments a plain blue screen was presented for 120 seconds.

After the measuring session, the electrodes were detached, and the subject was re-
quested to fill out a short questionnaire. In this questionnaire, representative pictures of
the 16 video fragments were represented sequentially, and the subject was requested to
rate them according to various emotion-related axes; e.g., intensity of positive feelings
when watching the fragment, and the same for negative feelings.

6 Data reduction

Average intensities for both positive and negative ratings were calculated for each of the
film fragments, allowing for a classification of the fragments in 4 emotion categories:
neutral, mixed, positive, negative. In each emotion category, the two fragments with
a duration closest to 120 seconds were selected for further analysis (see Figure 2 and
Table 1). Furthermore, the EMG data of two subjects appeared to be corrupt; therefore,
these datasets were not analyzed.

The three EMG (of the frontalis, corrugator supercilii, and zygomaticus major) sig-
nals were measured in order to determine their discriminating ability on the four emo-
tion categories induced by the eight films. To determine the latter, six parameters (mean,
absolute deviation, standard deviation, variance, skewness, and kurtosis) were derived
from the four signals.

Where the mean, standard deviation, and average deviation are well-known dimen-
sional quantities (i.e., have the same units as the measured quantities xj), the skewness
and kurtosis are conventionally defined as non-dimensional quantities. Both skewness
and kurtosis are less well known statistical measures and both are defined in several
ways [22, 23]. Therefore, we provide the definitions as adopted in the current research.

The skewness characterizes the degree of asymmetry of a distribution around its
mean. It characterizes the shape of the distribution. The usual definition is [22–24]:

Skewness(x1 . . . xN ) =
1

N

N
∑

j=1

[

xj − x

σ

]3

(1)



Fig. 2: The eight film scenes with the average ratings given by subjects on both experienced nega-
tive and positive feelings. These ratings categorized the film scened into four emotion categories:
neutral, mixed, positive, and negative.

where σ = σ(x1 . . . xN ) is the distribution’s standard deviation. A positive value of
skewness signifies a distribution with an asymmetric tail extending out towards more
positive x; a negative value signifies a distribution whose tail extends out towards more
negative x.

Kurtosis measures the relative peakedness or flatness of a distribution relative to a
normal distribution. We applied kurtosis as [22–24]:

Kurtosis(x1 . . . xN ) =
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where the −3 term makes the value zero for a normal distribution.
The skewness and kurtosis of EMG signals have been topic of research in previ-

ous studies. However, the use of skewness and kurtosis as discriminating descriptors
is very limited to only a few studies. In 1983, Cacioppo, Marshall-Goodell, and Dorf-
man [25] analyzed among a number of parameters, the skewness and kurtosis of skele-
tal muscle patterns, recorded through EMGs. Four years later, a paper of Cacioppo and
Dorfman [24] is published that discusses “waveform moment analysis in psychophysi-
ological research” in general.

In 1989, Hess et al. [26] conducted research toward experiencing and showing
happy feelings, also using video segments. Hess et al. [26] recorded four facial EMG
signals and extracted the mean, variance, skewness, and kurtosis of these signals. The



Table 1: The eight film scenes with the average ratings given by subjects on both experienced
negative and positive feelings. Based on the latter two dimensions, the four emotion categories:
neutral, mixed, positive, and negative are founded.

Film scene Positive Negative Emotion category
Color bars 1.60 2.20 neutral
Abstract figures 1.20 2.10
The bear 5.15 1.65 positive
Tarzan 5.10 1.50
Final destination 3.11 4.32 mixed
Lion King 3.85 3.65
Cry freedom 1.95 6.25 negative
Pink flamingos 1.75 5.60
Average 2.96 3.41

current research is distinct from that of Hess et al. [26] since it distinguishes four emo-
tion categories instead of the presence or absence of only one.

7 Results

For each of the six statistical parameters, the complete EMG signals were processed
over 120 seconds, which was the duration of the films; see also the previous section.
For each parameter of each physiological measure, a repeated measures ANOVA was
conducted, with the four emotions, each measured with two film scenes, as within-
subject factors. So, a total of 18(3 × 6) repeated measures ANOVAs were conducted.

The EMG of the frontalis muscle (see Figure 1) did not provide a significant dis-
crimination between the four emotion categories on any of the statistical parameters.
Of all physiological measures, the zygomaticus major signal is the most discriminative
physiological signal. The mean, absolute deviation, standard deviation and variance
calculated over the zygomaticus major EMG signal showed strong significant effects of
emotions, as is illustrated in Figure 3. A significant effect did also show in the skewness
of the corrugator supercilii EMG signal (see Figure 3). This is in line with results of
previous research of Larsen, Norris, and Cacioppo [14], who concluded that valence
influences both the corrugator supercilii and the zygomaticus major.

Not all investigated parameters of all EMG signals proved to be equally suited for
sensing a human’s emotional state. In particular, the 120 sec. averaged values of the
physiological signals did not yield significant effects of emotion category, in contrast to
what is generally reported in literature. One of the reasons might be that we chose not
to correct our data for baseline values, as is common in psychophysiological literature.
Another factor is that the present analysis was chosen to extend over a relatively long
period of time including the beginning of the video fragment in which the targeted
emotions were still in the process of getting elicited, which might have diminished the
differences between categories of emotions. Nevertheless, even under these demanding
analysis conditions, still some of the measures succeed in distinguishing between the
respective emotion categories, as is shown in Figure 3.



(a)

(b) (c)

(d) (e)

Fig. 3: The discriminating parameters per emotion category: a) Skewness of EMG corrugator
supercilii signal (F(3,18) = 3.500, p<0.037) and of the EMG zygomaticus major signal the: b)
mean (F(3,18) = 9.711, p<0.001), c) absolute deviation (F(3,18) = 8.369, p<0.001), d) standard
deviation (SD) (F(3,18) = 5.837, p<0.006), and e) Variance (F(3,18) = 4.064, p<0.023).



8 Discussion

Designers envision electronic environments that are sensitive and responsive to the pres-
ence and emotion of people. This vision is baptized: “ambient intelligence” and is char-
acterized as embedded, aware, natural, personalized, adaptive, and anticipatory. The set
of psychophysiological measures as introduced suits this vision since it can be embed-
ded in wearables, it facilitates awareness for systems connected to it, it aims to mimic
human empathy (i.e., is natural), can be connected to a user-profile, senses user’s chang-
ing emotions, and can facilitate in utilizing knowledge to anticipate on people’s emotion
and adapt its communication strategy.

For all four physiological signals used, the parameter skewness proved to be an
interesting source of information. The skewness of the distributions of the data of two
of the physiological signals differs significantly and for the remaining signal a trend is
present, over the four emotions. The skewness characterizes the degree of asymmetry of
a distribution around its mean. To inspect the distributions of the signals, more detailed
analyzes have to be conducted. Measures such as the peak density should be taken into
account for further analysis.

In addition to adding more descriptors of the physiological signals, the time win-
dows of measurement can be changed. In the current setup, the time window enclosed
the complete length of the film scene. However, smaller time windows (e.g., 10 or 30
sec.) can be applied. Moreover, dynamic time windows can be applied that enclose the
time direct after a critical event (if any) appeared in the film scene. The drawback of the
latter approach is that it can not be applied in practice, where it can be expected to prove
good results for data gathered through experimentation, as in the current research.

A noteworthy observation in the results is that activation of the zygomaticus major
EMG shows lower values of the mean, absolute deviation, standard deviation and vari-
ance in response to the neutral stimuli than on the other stimuli (see Figure 3). However,
a pure neutral stimulus should, in contrast to stimuli of the other emotion categories,
not excite a participant at all. In particular in the variance of the zygomaticus major,
the difference between neutral emotions and other emotions is shown. This could imply
that these statistic values are not only influenced by valence, but by arousal too. Future
research should address this issue.

Larsen, Norris and Cacioppo [14] concluded that valence had a stronger effect on
the corrugator supercilii than on the zygomaticus major in experiencing standardized
affective pictures, sounds, and words, while our research shows a stronger effect of
emotions on the zygomaticus major, than on the corrugator supercilii. In addition, the
effect is present with four statistical parameters of the zygomaticus major, where it is
only present in one statistical parameter (skewness) of the corrugator supercilii.

The difference in strength of the effects found between the current research and that
of Larsen, Norris, and Cacioppo [14] can be explained by the fact that other statistical
parameters were used in the current research than in that of Larsen, Norris, and Ca-
cioppo [14]. Another difference between the two researches is the type of stimuli. Film
scenes are dynamic and multi-modal, they induce emotions by both auditory, and dy-
namic visual stimuli, as well as affective words, in some fragments. The dynamic and
multi-modal characteristics of the film scenes also provide good means to build up emo-
tions, or to create a shock effect. This is not possible with affective words, sounds or



pictures of a static character as often used in research to the axes of the valence-arousal
model. On the one hand, all these factors give film scenes a relatively high degree of
ecological validity [21]. On the other hand, it can not be determined which modality
influences the emotional state of the subjects to the highest extent.

A more general notion that can have a significant impact on measurement of emo-
tions is that the emotional state of people changes over time, due to various circum-
stances. Moreover, different persons have different emotional experiences over the same
events, objects, or actions. The latter is determined by a person’s personality. Personal-
ity traits correlate with affective states, especially with the personality traits extraversion
and neuroticism, which have been linked both theoretically and empirically to the fun-
damental affective states of positive and negative affect, respectively [27]. Hence, to
enable tailored communication strategies in HCI, not only the emotional state of a per-
son should be determined but also his personality. Providing that the system possesses a
personality profile of its user, it will be able to react appropriately to its user’s emotions
by selecting a suitable communication strategy.

A set of psychophysiological signals is discussed that mirrors one’s psychological
state up to a high extent; hence, it provides the means to unravel the intriguing feature
of humans to sense the emotions of other humans. With that, a first step is made toward
a new generation of computer systems. In time, these systems will be able to commu-
nicate and debate with us and penetrate our emotional state. Then, computer systems
would truly be evolved from coldhearted to warmhearted systems.
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